Relative Body Parts Movement for Automatic Depression Analysis
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Abstract—In this paper, a human body part motion analysis based approach is proposed for depression analysis. Depression is a serious psychological disorder. The absence of an (automated) objective diagnostic aid for depression leads to a range of subjective biases in initial diagnosis and ongoing monitoring. Researchers in the affective computing community have approached the depression detection problem using facial dynamics and vocal prosody. Recent works in affective computing have shown the significance of body pose and motion in analysing the psychological state of a person. Inspired by these works, we explore a body parts motion based approach. Relative orientation and radius are computed for the body parts detected using the pictorial structures framework. A histogram of relative parts motion is computed. To analyse the motion on a holistic level, space-time interest points are computed and a bag of words framework is learnt. The two histograms are fused and a support vector machine classifier is trained. The experiments conducted on a clinical database, prove the effectiveness of the proposed method.

I. INTRODUCTION

Advances in affective computing have enabled researchers to model complex human behaviour. It is possible to build systems, which can predict neurological problems such as depression, pain and stress etc. Recently, affective computing techniques have been applied to depression detection [1], [2]. This paper focusses on depression detection based on the relative motion in body parts and holistic body movements. Depression is one of the most common and disabling mental disorders, which has strong adverse effects on personal and social functioning. It is quantified as the leading cause of disability worldwide by the landmark WHO 2004 Global Burden of Disease report by Mathers et al. [3]. This disorder can develop at any age. The lifetime risk for depression is reported to be at least 15% [4] and it is also a major cause for suicide. One prime reason for such a high suicidal rate is the absence of an objective measurement technique for depression. All current assessment methods rely almost exclusively on patient-reported or clinical judgements of symptom severity, risking a range of subjective biases. This can be addressed, if depressed people consult physicians and physicians are provided with some means to diagnose depression in the early stages. Affective sensing technology can provide those objective means and assist physicians in the initial depression diagnosis as well as subsequent monitoring [5].

II. RELATED WORK

Automatic depression analysis has recently gained attention in the affective computing research community. In an earlier work, Cohn et al. [6] used person-specific Active Appearance Models (AAM) [7], [8] to automatically track facial features. Then, shape features were used to compute various parameters such as the occurrence of Action Units (AU) associated with depression, their mean duration, ratio of onset to total duration and ratio of offset to onset phase. Vocal features such as pitch were also explored and a comparison was made between facial and vocal analysis for depression detection, but there was no attempt on combining different channel information.

Ellgring et al. [9] proposed that there is a significant decrease in facial activity in depression while it increases with the improvement of subjective well-being. Based on this hypothesis, McIntyre et al. [10] analysed the facial movements of the subjects when shown short video clips from movies, which had been rated to elicit various emotions in healthy control subjects [11]. The approach in [10] is based on extracting geometric features in every fifth frame via person-dependent AAM tracking.

The visual cues analysed in both [6] and [10] were derived from facial information only. Recently, emotion recognition from body movements and gesture analysis has attracted much attention from researchers in affective computing [12], [13], [14]. A detailed survey of various methods used for body expression recognition and analysis is presented in [15]. As reported in some of these works, body expressions and gestures are as significant a visual cue as facial expressions. During a depressive episode, patients suffer from psychomotor retardation [16]. This phenomenon is not only limited to facial activity. The amount and intensity of movements exhibited by patients are also another key observations for behaviour understanding. Thus, it is of interest to explore body movements and gestures for automatic depression analysis.

As our method is based on a body parts detector and Space-Time Interest Points (STIP) [17], it is not person-dependent as opposed to [6], [10]. This is important as for [6], [10], every time a new subject is added to the database, manual annotations of the fiducial landmark points are required to train a new person-specific AAM.

In our recent work, [18] a bag-of-words based approach was proposed for depression detection. The facial movements were analysed using a spatio-temporal descriptor. STIP was used for analysing the head and shoulder movement. The clinical database for this study contained 30 depressed subjects and 30 healthy controls (gender-balanced). The healthy controls had no history of depression or any psychological disease. However, in this paper, the clinical database is different in that there are highly depressed patients and mildly depressed patients but no healthy controls. Furthermore, the data corpus in [18] contained video recordings of the (partial) upper body.
and face, which limited the analysis to the upper body only. One of the findings of our previous work [2] was that the head movement and upper body movement provide discriminative information for analysing depression.

Human action recognition is a very active field of research. Various approaches have been proposed mainly either based on interest points [19] or on human pose estimation [20], [21]. Local motion is analysed in [19] using STIPs. These have given good results on complex databases such as the Hollywood database [19]. A limitation of these approaches is the lack of spatial information. [19] tried to address this by using overlapping spatio-temporal windows for computing bags of words, which adds partial spatial information. However, due to the high degree of freedom of human body parts, this may not always hold.

In an interesting work [21], part locations are computed using parts-based detectors and are used to create a polar histogram. They provide good results on the KTH human action recognition database. Part detection based approaches work well when a full or half body is present. Their limitation lies with the problem of double counting, which is induced in part detectors due to self-occlusion [20]. For techniques such as [21], it is important to get robust detection as input. However, the detection is not always accurate for human action recognition databases such as the Hollywood database [19]. Xu et al. [22] found that polar histograms alone can be ambiguous for some motion types. To overcome this, they fused the HOG-3D descriptor with the polar histogram.

Inspired from our previous findings in automatic depression analysis [18], [2], [1] and recent work in the field of human action recognition [19], [21], we propose a system, which fuses the holistic body motion based bag-of-words approach with the parts detector based body parts motion patterns to overcome the limitations of [19], [21].

The key contributions of the paper are:

1) We investigate the depression problem from the angle of body parts motion analysis. Earlier approaches [6], [10], [18], [2] have looked at either face dynamics or body parts such as head movement. However, the relationships between the parts are not explored in them.

2) We propose a bimodal system, which overcomes the ambiguity in polar histograms and helps maintaining the spatial information by combing holistic body motion information with it.

### III. Data

The analysis is performed on two subsets of a clinical dataset collected at the University of Pittsburgh, USA. The diagnosis of the participants was done using a structured clinical interview [23] to identify a Major Depressive Disorder (MDD) [24]. The participants identified with MDD were interviewed and evaluated using the Hamilton Rating Scale of Depression (HRSD) [25] to determine the severity of depression over the course of treatment. These interviews were recorded using four hardware synchronized analogue cameras, two of which positioned on each participant's left and right, focussing on face and shoulders. The third one recorded the interviewer's face and shoulders and the fourth one is used to record a full body view of the participant. For the present work, only videos form the fourth camera capturing a full body view were digitized at a frame rate of 29.97 fps. The top-most image in Figure 1 illustrates an example video feed used for analysis.

There are two subsets; Subset I consists of 12 participants (66.7% females and 33.3% males) and contains 2 videos for each participant, one where the participant has high severity of MDD, i.e. HRSD $\geq 15$ initially and another one where the participant has shown low symptom severity, i.e. HRSD $\leq 7$ in consequent interviews. The age ranges from 21 to 60 years with a mean age of 42 years. The interview clip length varies from 177s to 1023s with an average duration of 566s. The other subset, Subset II, consists of 36 participants (63.9% females and 36.1% males) with 18 participants belonging to the class with high symptom severity (HRSD $\geq 15$) and 18 different participants fell into the low symptom severity (HRSD $\leq 7$) class. The age range was from 19 to 60 years, with an average age of 41 years. The average clip duration was 555s.

There is a uniform distribution of samples belonging to the severely depressed class and the mildly depressed class in both the subsets. The population across the classes in subset II is mutually exclusive, i.e. a participant appears in just one class. In contrast, subset I has the interesting property that all the participants are in both classes, once highly depressed and once mildly depressed. It would be very intriguing to see the body movement pattern changes in an individual picked up by an automatic framework.

### IV. Method

Given an input video $\mathcal{V}$ with $N$ frames, the Mixture of Parts (MoPS) based human body detector [26] is employed on every second of $\mathcal{V}$ to obtain an approximate location of various body parts in a frame. Then, Relative Part Movement (RPM) is computed for different parts considering the torso as a reference point (see Section IV-A). The motion pattern for each part is combined for full body movement analysis. For a holistic body movement analysis (see Section IV-B), STIPs are computed on the entire video sequence to capture overall movement by the body. The output from the parts based detector is used to define a probable Region Of Interest (ROI). Key interest points are selected from STIPs detected in the ROI and are further embedded in a bag of features framework. Figure 1 shows the flow of the approach.

#### A. Relative Part Movement

We are interested in investigating the discriminative ability of body movements. We used the MoPS framework, which is an extension of the pictorial structure framework [27]. MoPS is the state-of-art body part detector and this motivated us to apply it here. It deals with the parts orientation and the relationships between the parts are not explored in them.

For a holistic body movement analysis (see Section IV-B), a score for the configuration $L = \{l_i : i \in V\}$ of parts based on two models: an appearance model and a spatial prior model. The appearance model scores the confidence of a part-specific
template \( w_p \) applied to a location \( l_i \). Here, \( p \) is a view-specific mixture corresponding to a particular head pose. \( \phi(I, l_i) \) is the histogram of gradient descriptor [28] extracted from a location \( l_i \). Thus, the appearance model calculates a score for configuration \( L \) and image \( J \) by computing confidence maps. The confidence maps are a part-specific detector response. The shape model learns the kinematic constraints between each pair of parts. During inference, the task is to maximise a score function:

\[
Score(I, L, p) = App_p(I, L) + Shape_p(L)
\] (1)

\( L \) is the part location \( l_i \), where \( l_i = (x_i, y_i) \). In order to compute the motion pattern in the body parts, the torso centre \( l_t = (x_t, y_t) \) is considered as the reference point. Polar coordinates for each part representing orientation and distance from torso centre are computed from the real pixel coordinate value. For a part \( i \), the orientation \( \theta_i \) is computed as \( \arctan\left(\frac{y_i - y_t}{x_i - x_t}\right) \) and the distances \( r_i \) as \( \sqrt{(x_i - x_t)^2 + (y_i - y_t)^2} \). These values are computed for all the parts for every second of \( V \). The motion patterns are joined part-wise and a 2D histogram is computed based on the values of \((\theta_i, r_i)\) depicting overall movement by all the parts combined. The histogram represents the relative movement of the body parts in \( V \). Therefore, we call it the Relative Parts Movement (RPM) histogram. RPM proved to be discriminative for both the subsets used in the experimental validation. Figure 2 describes the different movement patterns captured by RPM for same participant in two different states of MDD.

### B. Holistic Body Movement

The STIP framework proposed by Laptev et al. [17] has been widely used for many computer vision problems such as human action recognition [19]. Building on the concept of the 2D Harris corner point detector, it identifies salient points in spatial-temporal domain. A significant local variation in image value in both, space and time domain results in an interest point. Further, Histogram of Gradient (HOG) and Histogram of Flow (HOF) are computed for each detected interest point in a fixed spatial and temporal window. STIP capture almost every small change in the video \( V \) including all the subtle movements exhibited by patients.

As seen in the example Figure 1, the background in the video sequences of the data subset is static. However, some of the frames captured noise due to inadvertent interference of the interviewer (who is sitting right next to the camera recording the patient). Although, the interference is generally not occluding the patient, it causes the generation of some spurious interest points, which do not represent movement by the patient. This issue is addressed by using the output from MoPS based human body detector to define an approximate ROI. STIP detected outside the ROI are excluded from further analysis.

![Fig. 1. Flow of the proposed system. Given a video containing a subject, body parts are detected using [26]. STIP are computed on the body window. Key interest points are chosen and vector quantisation is performed and a histogram is generated. For analysing the relative part movements, parts centres are computed and their relative position is calculated with respect to the torso centre. A polar histogram is computed depicting motion patterns. The two histograms are concatenated and an SVM model is used to infer the label.](Image)

The total number of interest points detected on the video sequences of both the data subsets are quite large in number. To make further analysis memory and computationally inexpensive, a key-interest point selection approach, similar to concept frame selection in affect analysis [29], is used. For a video \( V \), a total of \( K \) detected interest points are clustered using the Approximate Nearest Neighbour (ANN) algorithm and are represented by \( k \) cluster centres. These \( k \) spatio-temporal descriptors from all the video sequences in the data subsets are used to create a spatio-temporal Bag of visual Features (BOF). The concept of BOF has been widely used in image processing [19]. It is derived from the Bag-of-Words approach, originated in natural language processing domain. To learn a visual vocabulary \( C \), clustering is further performed on \( k \) cluster centres. The size of \( k \) and \( C \) is chosen empirically.

### C. Fusion

The RPM histogram provides relative movement of parts for the entire body. The intra occlusion in human body may lead to the problem of double counting in MoPS [30]. Xu et al. [22] reported in their work that polar histograms might give ambiguous results in some motion types. These shortcomings are prone to propagate error in RPM. Overall body movements captured by the STIP framework gather very subtle changes in the consecutive frames. However, at times a few number of detected interest points across a small area may not always give a global representation of body movement. Thus, to overcome any ambiguity and to equilibrate any missing information, overall body movements captured by the STIP framework will
be fused with RPM histograms. As found in our previous study [1], decision fusion performs best for combining information for multiple modalities. Thus, we use decision fusion to merge different channels. A second stage SVM classifier is learnt on the decisions from RPM histogram and holistic body movement analysis to produce the final result.

V. EXPERIMENTS AND RESULTS

The video rate of the data in our clinical database is 30 Hz and spatial resolution of video frame N is 640×480 pixels. Please note that, as mentioned in Section III, the experiments are performed on two subsets of data: Subset I has the same 12 participants in both the classes and Subset II contains a total of 36 different participants; 18 in each class.

To estimate the human body position, the MoPS is computed on every 30th frame. This framework computes and gives the location of 26 body parts. It is argued in [20] that the larger number of parts leads to accurate detection. However, in our study, the objective is to analyse overall body movement and depict varied motion patterns that can distinctively identify severely depressed patients. Thus, relative patterns of all the body part’s motion are fused into a single histogram. The resultant vector is further used to classify between severely depressed and mildly depressed populations.

For the holistic body movement analysis, STIP is computed for entire clip length for each participant in both the subsets. Harris 3D point detector is used for computing STIP. Around each detected interest point, HOG with a spatial window size of 3 and HOF with a temporal window size of 9 is computed. The total number of interest points generated in subset I is $4.02 \times 10^6$ and in subset II is $5.62 \times 10^6$. To compute the key-interest points ANN is applied to the interest points with different cluster sizes $k$ varying between 2500, 5000, 7500 and 10000. Let us name $C$ the visual dictionary.

<table>
<thead>
<tr>
<th>Approach</th>
<th>SUBSET I</th>
<th>SUBSET II</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPM</td>
<td>Acc. (%)</td>
<td>F1-Score</td>
</tr>
<tr>
<td></td>
<td>75.0</td>
<td>0.70</td>
</tr>
<tr>
<td>STIP</td>
<td>Acc. (%)</td>
<td>F1-Score</td>
</tr>
<tr>
<td></td>
<td>0.85</td>
<td>0.83</td>
</tr>
<tr>
<td>RPM + STIP</td>
<td>Acc. (%)</td>
<td>F1-Score</td>
</tr>
<tr>
<td></td>
<td>0.81</td>
<td>0.80</td>
</tr>
</tbody>
</table>

**TABLE II.** This table compares the best classification accuracies and F-score measures from RPM and STIP based approach for Subset I and Subset II. The last row shows the increase in the performance on fusion.
STIP features computed on $\mathcal{V}$ with cluster centre $k = 2500$ as **STIP1**, STIP with cluster centre $k = 5000$ as **STIP2**; STIP with cluster centre $k = 7500$ as **STIP3**; and STIP with cluster centre $k = 10000$ as **STIP4**.

A non-linear Support Vector Machine (SVM) and a leave-one-out approach is used for the classification. A radial basis function kernel is used. The parameters: cost and gamma are selected using an extensive grid search. Table I reports the best performance based on the STIP approach on both the subsets. Please note that in the Table I, STIP2 configuration yields the best performance on Subset I as well as Subset II. In the case of Subset I, STIP2 ($k = 5000$) with codebook size $C = 500$ performs best with 83.3% classification accuracy and an F1-Score as 0.85. For the other data part, Subset II, STIP2 ($k = 5000$) with codebook size $C = 750$ gives the highest performance with 91.7% accuracy and a F1-Score value of 0.91. Further increase in the number of key-interest points, $k = 7500$ and $k = 10000$, the performance saturates and gradually drops for Subset I. However, for Subset II, it decreases and saturates beyond $k = 5000$. In the case of Subset I, for STIP1; best performance is, accuracy = 75% and F1-Score = 0.7 with codebook size $C = 200$. STIP3; is accuracy= 79.1% and F1-Score = 0.83 for codebook size $C = 750$ and lastly for STIP4 the reported highest performance is with codebook size $C = 750$.

Figure 3 presents the variation in classification accuracy for a change in the bin size of orientation and distance. We find that the RPM histogram performs best with 75 bins for distance and 40 orientation bins, i.e. $75 \times 40$ giving a classification accuracy of 75% and a F1-Score of 0.7. The best performance on Subset II is 94.4% classification accuracy and a F1-Score of 0.94 with 100 distance and 30 orientation bins, i.e. $100 \times 30$ (the same is reported in the first row of Table II). It is noteworthy that for subset II, where there are different participants across the classes, the RPM histogram performs **better** than the STIP approach, giving a 94.4% classification accuracy. However, the same is not true for subset I. It can be argued that the RPM histogram depicts relative motion by parts in the body holistically, whereas STIP are very sensitive to any subtle motion exhibited by the participant. When we are observing the same participant in different depression severity situations, these subtle changes are more distinctive to assess the state.

The RPM for four different participants is shown in Figure 2. The upper row in the table depicts the normalised relative motion patterns while the participants were severely depressed with $\text{HRSD} \geq 15$. The bottom row presents the normalised relative motion patterns of the same participants while they were less depressed (with a $\text{HRSD} < 7$). It is evident from the figure that the motion patterns of the participants with better health are ‘denser’ and, hence, depict more movement as compared to when they were severely depressed.

Furthermore, the results from the RPM histogram and the STIP approach are fused by learning another non-linear SVM on the decisions from the single channels. The last row in Table II shows the increase in the individual components after fusion. The accuracy on Subset I increases to 87.5% and F1-Score to 0.89. It is almost 12% (absolute) and 4% (absolute) increase as compared to RPM and STIP approaches respectively. On Subset II, the fused performance exceeds the performance of both the channels. It gives 97.2% accuracy and F1-Score = 0.97, which is an increase of almost 3% (absolute) and 5% (absolute) as compared to RPM and STIP approaches respectively.

**VI. CONCLUSIONS AND FUTURE WORK**

In this paper, a human body parts based relative and local motion pattern (STIP) based depression detection framework has been proposed and evaluated. Relative parts movement histograms are computed by analysing the relative movement of body parts with respect to the torso. The radius and orientation are fused in a polar histogram and a support vector based classifier is learnt. The experiments show that the RPM has good discriminative ability. To augment the system, a bag-of-words based framework is created, which analyses the intrafacial dynamics and local motion in any body part. The fusion of the two modalities shows their complementarity and the effectiveness of a bimodal system.
As part of ongoing work, we plan to create part-specific bag-of-word based dictionaries. Using a spatial pyramid and part-specific dictionaries, an explicit spatial constraint can be applied. In the current system, the relative parts movement histogram is accumulated to create one histogram. As a natural next step, individual part-specific polar histograms should be computed. It will be interesting to explore different fusion scenarios, as part-specific histograms may contain overlapping information due to occlusion.
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