Characterising Depressed Speech for Classification

Sharifa Alghowinem\textsuperscript{1,5}, Roland Goecke\textsuperscript{2,1}, Michael Wagner\textsuperscript{2,1}, Julien Epps\textsuperscript{3}, Gordon Parker\textsuperscript{3}, Michael Breakspear\textsuperscript{4,5}

\textsuperscript{1}Australian National University, Canberra, Australia
\textsuperscript{2}University of Canberra, Canberra, Australia
\textsuperscript{3}University of New South Wales, Sydney, Australia
\textsuperscript{4}Queensland Institute of Medical Research, Brisbane, Australia
\textsuperscript{5}Ministry of Higher Education: Kingdom of Saudi Arabia

sharifa.m.f@gmail.com, roland.goecke@ieee.org, michael.wagner@canberra.edu.au, j.epps@unsw.edu.au, mjbreaks@gmail.com, g.parker@blackdog.org.au

Abstract

Depression is a serious psychiatric disorder that affects mood, thoughts, and the ability to function in everyday life. This paper investigates the characteristics of depressed speech for the purpose of automatic classification by analysing the effect of different speech features on the classification results. We analysed voiced, unvoiced and mixed speech in order to gain a better understanding of depressed speech and to bridge the gap between physiological and affective computing studies. This understanding may ultimately lead to an objective affective sensing system that supports clinicians in their diagnosis and monitoring of clinical depression. The characteristics of depressed speech were statistically analysed using ANOVA and linked to their classification results using GMM and SVM. Features were extracted and classified over speech utterances of 30 clinically depressed patients against 30 controls (both gender-matched) in a speaker-independent manner. Most feature classification results were consistent with their statistical characteristics, providing a link between physiological and affective computing studies. The classification results from low-level features were slightly better than the statistical functional features, which indicates a loss of information in the latter. We found that both mixed and unvoiced speech were as useful in detecting depression as voiced speech, if not better.

Index Terms: depression, speech characteristics, mood classification

1. Introduction

Depression is a serious mental health disorder that affects mood, thoughts, feelings, and the ability to function in everyday life. Some of its characteristics are prolonged feelings of extreme sadness, guilt and hopelessness, and thoughts of death. Major depression is the leading cause of disability and is the cause of more than two-thirds of suicides each year \cite{1}. Therefore, recognising depression in primary care is a critical public health problem \cite{2}. Effective depression treatment is limited by current assessment methods that rely almost exclusively on patient-reported or clinical judgments of symptom severity \cite{3}, risking a range of subjective biases. Affective sensing technology can play a major role in providing an objective assessment.

Recent research into potential bio-markers of central nervous system disorders, e.g. affective disorders, has explored subtle changes in speech characteristics as possible physiologically based indicators for diagnosis and treatment progress \cite{3}. Depression patterns of speech have been analysed for many years, finding differences in the pitch, loudness, speaking rate, and articulation \cite{3, 4, 5, 6}. Therefore, our goal here is to understand the statistical characteristics of depressed speech and their effect on automatic depression detection, and to reduce the gap between physiological and affective computing studies, which may ultimately lead to an objective affective sensing system that supports clinicians in their diagnosis and monitoring of clinical depression.

Unlike previous approaches, which relied either on machine learning or statistical measurement separately, in this paper, we perform a comparative study of the characteristics of speaker-independent depressed and non-depressed speech by analysing speech features statistically and link them to their effect on automatic recognition results. Although most previous emotion research examined changes on voiced speech only, we investigate voiced, unvoiced and mixed speech signals to identify which is more informative and useful in detecting depression. The remainder of the paper is structured as follows. Section 2 reviews related background literature of depressed speech in both psychology and affective computing. Section 3 describes the methodology, including the dataset, feature extraction and both statistical and classification methods. Section 4 presents the results. The conclusions are presented in Section 5.

2. Background

Psychology research of depressed speech has found several distinguishable prosody features. Formants are a widely used feature in the affect literature \cite{7}, being a significantly distinguishable feature for depression \cite{8, 9}. Psychomotor retardation as a symptom of depression can lead to a tightening of the vocal tract, which tends to affect the formant frequencies \cite{10}. Moreover, of the first three formants \cite{8, 9}, a noticeable decrease in the second formant frequency was shown for depressed compared to controls \cite{8}. However, since formant features work best when used in speaker-dependent system, they will not be investigated in this work, which focuses on speaker-independent approaches. There is convincing evidence that sadness and depression are associated with a decrease in loudness \cite{11}, resulting in lower loudness for depressed people. Since the loudness is intimately related to sound intensity, both features will be investigated.
Jitter and shimmer voice features were analysed, finding higher jitter in depression caused by the irregularity of the vocal fold vibrations [11]. On the other hand, shimmer is lower for depressed subjects [12]. Like the jitter feature, harmonic-to-noise (HNR) values are higher for depressed people, due to the patterns of air flow during speech production differing between depressed and control subjects [13]. Vocal source energy is also a distinguishable feature for depression, resulting in lower energy in the glottal pulses for depressed patients. The excessive tension or lack of coordination in the laryngeal musculature under affect disorders results in an alternation of the glottal flow waveform [14]. Finally, the pitch feature, which has been widely investigated in the literature, shows a lower range of fundamental frequency (F0) in depressed people [3, 4, 5, 6], which increases after treatment [15]. The lower range of F0 indicates a monotone speech [16], and its low variance indicates a lack of normal expression in depressives [9].

Recently, the automatic detection of depression using computer artificial intelligence techniques has been investigated [17, 18, 19, 13, 20]. While psychological investigations are concerned with the overall patterns of speech using statistical functionals of speech features, affective computing classification can be based on frame-by-frame low-level features extracted from speech. The automatic classification from the low-level features results was significant for several features, such as the first 3 formant features gave good classification results in [18], as did energy and loudness [19]. F0 classification results were not as good as expected [18, 19], except in a speaker-dependent context (after treatment) [17]. HNR, jitter and shimmer features gave moderate results in [19], though more investigation is needed. Non-linear features have been investigated recently to detect depression [13, 20]. These features are based on the Teager energy operator (TEO), which measure the number of harmonics produced from the non-linear air flow in the vocal tract. Originally, TEO based features were used to detect stressed speech [21], but they outperform linear features on detecting depression as well [13, 20]. Multi-dimensional speech features were not used in this work, for the purpose of characterising depressed speech and equal comparison.

Not only is there very little work on the automatic detection of depression from speech in the literature, previous researchers applied different methods and features, which make the comparison of results even harder. Most depression studies focus the feature extraction on voiced speech only [18, 13, 20]. Most emotion recognition studies use either low-level or utterance-level features. While low-level features are extracted frame-by-frame at small intervals (typically 10 – 20ms), the utterance-level features are statistical functionals computed over the entire utterance. For example, [18, 19] used low-level features to recognise depression, while [8, 9] used statistical functional features. Moreover, some studies investigated speaker-dependent depression classification [17], while others used speaker-independent [18, 19, 13]. These diverse methods and features are applicable to speech emotion recognition studies in general [22, 23], which makes it difficult to compare emotional studies. To reduce comparison variability, there is a need for a unified method using the same dataset, classifier and measurements to identify the strongest features and the most suitable speech type (voiced/unvoiced/mixed) for depression detection.

In this work, we perform a comparative study of using linear and non-linear speech features on voiced, unvoiced and mixed speech signals, then compare depression classification results using those features in low-level form with their statistical functionals from spontaneous speech. This work aims to gain a better understanding of depressed speech characteristics, by a unified comparison that will reduce the gap between physiological and affective computing studies.

3. Method

3.1. Data Collection and Preparation

The Black Dog Institute, which is a clinical research facility in Sydney offering specialist expertise in depression and bipolar disorder, is collecting data from patients who have been diagnosed with depression and healthy controls, who have no history of mental illness. To date, data from over 40 depressed subjects plus over 40 controls (both females and males) have been collected. For the experimental validation, we used a subset of 30 depressed subjects and 30 controls, with equal gender balance. We acknowledge that the amount of data used here is relatively small, but this is a common problem [15, 9]. As the Black Dog Institute continues to collect more data, future studies will be able to report on a larger dataset.

Interviewing the subjects is one part of the experimental paradigm, where specific open questions asking to describe events that had aroused significant emotions. Examples of questions from the interview: “Can you recall some recent good news you had and how did that make you feel?” and “Can you recall news of bad or negative nature and how did you feel about it?” The interview was manually labelled to extract pure subject speech, where the total duration was 290min. To automatically find utterances in the extracted subject spontaneous speech, a voice activity detector (VAD) was used. If the voice activity lasted for over 1.5s (as an average for the utterance duration), it was deemed to be an utterance. In our previous study [24], we investigated the effect of analysing shorter speech durations and found that the start of the utterances was more useful for a classification task. Therefore, only the first 20 utterances per subject were selected in this study to ensure a balanced comparison, giving on average 30s per subject.

3.2. Feature Extraction

Voice features can be divided into two categories: acoustic and linguistic. Acoustic features can be categorised into low-level descriptors (LLD) and statistical functionals. Several software tools are available for extracting sound features. In this work,
Table 1: SVM Classification Results from low-level and functional features for voiced, unvoiced and mixed speech signal

<table>
<thead>
<tr>
<th>Speech Feature</th>
<th>Mixed Speech</th>
<th>Voiced Speech</th>
<th>Unvoiced Speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM Functionals</td>
<td>GMM Functionals</td>
<td>GMM Functionals</td>
<td>GMM Functionals</td>
</tr>
<tr>
<td>Linear</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F0</td>
<td>60</td>
<td>67</td>
<td>65</td>
</tr>
<tr>
<td>Intensity</td>
<td>70</td>
<td>70</td>
<td>65</td>
</tr>
<tr>
<td>Loudness</td>
<td>67</td>
<td>68</td>
<td>68</td>
</tr>
<tr>
<td>Voice Probability</td>
<td>75</td>
<td>60</td>
<td>67</td>
</tr>
<tr>
<td>Voice Quality</td>
<td>68</td>
<td>70</td>
<td>73</td>
</tr>
<tr>
<td>Inter</td>
<td>72</td>
<td>63</td>
<td>65</td>
</tr>
<tr>
<td>Shimmer</td>
<td>55</td>
<td>68</td>
<td>60</td>
</tr>
<tr>
<td>HNR</td>
<td>80</td>
<td>75</td>
<td>73</td>
</tr>
<tr>
<td>Log Energy</td>
<td>75</td>
<td>65</td>
<td>72</td>
</tr>
<tr>
<td>RMS Energy</td>
<td>70</td>
<td>67</td>
<td>72</td>
</tr>
<tr>
<td>TEO Non-Linear</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log Teager Energy</td>
<td>78</td>
<td>70</td>
<td>80</td>
</tr>
<tr>
<td>RMS Teager Energy</td>
<td>80</td>
<td>75</td>
<td>73</td>
</tr>
<tr>
<td>Teager-Pitch</td>
<td>80</td>
<td>62</td>
<td>65</td>
</tr>
<tr>
<td>Average</td>
<td>69</td>
<td>68</td>
<td>67</td>
</tr>
</tbody>
</table>

3.3. Classification

In the low-level features, a Gaussian Mixture Model (GMM) with 7 mixture components was created for each utterance. In this context, the GMM serves as dimensionality reduction, as well as a hybrid classification method [27]. The Hidden Markov Model Toolkit (HTK) was used to implement a single-state HMM to train the GMMs. In this work, diagonal covariance matrices were used, and the number of mixtures was fixed to ensure consistency in the comparison. This approach was beneficial to get the same number of values of the extracted features that to be fed to the Support Vector Machine (SVM) regardless of the duration of the subject’s utterance. The means, variances and weights of the 7 mixtures of GMM made up the supervector that was fed to the SVM classifier.

To test the effect of the speech characteristics of the voice features on the classification results, an SVM was used on the statistical functional measured on the low-level features. The subjects were classified in a binary speaker-dependent scenario (i.e. depressed/non-depressed) using an SVM, which can be considered as a state-of-the-art classifier for some applications since it provides good generalisation properties [28]. In order to increase the accuracy of the SVM, the cost and gamma parameters needed to be optimised. In this paper we used LibSVM [29] to implement the classifier, with a wide range of grid search for the best parameters. To mitigate the effect of the limited amount of data, a leave-5-utterances-per-subject-out cross-validation was used, without any overlap between training and testing data.

The main objective was to correctly classify the subjects as depressed or control. In order to measure the classification results, utterance level classification were calculated first and then subject level classification. That is, if more than 50% of utterances for a given subject were classified as depressed class, the subject is classified as depressed, and vice versa. The performance of a system can be calculated using several statistical methods, such as recall or precision [28]. In this paper, the average recall (AR) was computed. Figure 1 summarises the general structure and the steps of our system.

3.4. Statistical Test

To characterise depressed speech, the extracted statistical functionals from each group (depressed and controls) were compared. A two-way analysis of variance (ANOVA) test was used for this purpose. The ANOVA tests study the effect of one or more qualitative variables (factors) on a quantitative outcome variable. In our case, the tests were two-way ANOVA tests, using the state of depression and subject as factors with each functional, with significance p<0.05. The sample size was 20 utterances for each of the 60 subjects.

4. Results

4.1. Classification Results

Table 1 shows the classification results from linear and TEO speech features comparing low-level features represented by the GMM and their statistical functionals, for voiced, unvoiced and mixed speech. Comparing low-level and the statistical functional features in general, the classification results from low-level were slightly better than those from the statistical functional features, but they were not statistically significant, which indicates a loss of information in the statistical measures. However, using statistical functionals with intensity and shimmer features gives statistically significant results compared with its low-level form. These findings signify the features that benefit from the statistical modeling rather than low-level modeling.

Most emotional speech studies use voiced speech for the analysis. In this work, we investigate whether unvoiced speech holds useful cues in detecting depression, as well as analysing voiced and mixed signal for comparison. As shown in Table 1, the unvoiced speech and mixed signal proved to be as useful as voiced speech, if not better. In general, using mixed signal performed best compared to voiced and unvoiced speech, especially when using low-level features. For example, intensity, log-energy and voicing probability performed best using mixed signal. Using voiced speech, root mean square (RMS) energy and voice quality features performed better than unvoiced and mixed signal. Even though F0 is restricted to voiced speech, its performance was low compared with most other features, which indicates that F0 works better for speaker-dependent comparison. Interestingly, unvoiced speech performs better than voiced speech using log-energy and log-Teager-Energy in both low-
level and functional features, which implies that some features from unvoiced speech hold important information that should be considered while analysing depression.

Although most TEO based features used in emotional investigation used voiced speech only [13, 20, 21], we investigate unvoiced and mixed speech as well. The best depression recognition results in this study were achieved by RMS-Teager-Energy giving 80% accuracy using mixed speech and Log-Teager-Energy, which was also 80% accurate using unvoiced speech. This finding points to the suitability of TEO based features in detecting depression from voiced and unvoiced speech, which requires further study. In contrast, the best linear feature recognition rates were provided by mixed signal of both intensity, which gave 75% recognition rate using the functional, and voicing probability and log-energy which gave 75% recognition rate using the low-level features, which is in line with our previous finding using longer speech duration [19, 27].

### 4.2. Statistical Results

Table 2 shows only the statistically significant results from the ANOVA tests for the functional features, for each of voiced, unvoiced and mixed speech. Among the statistically significance features, only the F0 mean was higher in depressed than controls. Even though the F0 range is supposed to be lower in depressed patients as mentioned in the literature [3, 4, 5, 6], it was not significant in our comparison, which indicated that F0 range might be significant once compared using the same speaker [17]. As can be seen in Table 2, unvoiced speech gives the same separation as voiced and mixed speech, which indicates that it holds important information that should be considered while analysing speech for depression in particular and possibly emotions in general. In line with the literature, loudness [11], intensity, linear energy features (log and RMS) [14], and non-linear TEO energy (log and RMS) have lower mean in depressed patients. Those statistical significance tests explain the high recognition rates using the SVM classifier provided in Table 1. Higher jitter [11], lower shimmer [12], and higher harmonic-to-noise (HNR) [13] in depressives were expected; in our study, their changes were not statistically significant. Their performance were lower using SVM compared with other features as shown in Table 1.

### 5. Conclusions

To gain a better understanding of depressed speech, we investigated depressed speech characteristics and their utility in the classification of depression. This understanding may ultimately lead to an objective affective sensing system that supports clinicians in their diagnosis and monitoring of clinical depression. Several low-level features and statistical functionals from linear and TEO non-linear speech features were extracted from depressed and non-depressed speech utterances. In general, the classification results from low-level features were slightly better than the statistical functionals but their difference was not statistically significant, which indicates the loss of information in the latter. However, intensity and shimmer features benefitted more from their statistical functionals, which signals that they benefit from statistical modeling rather than low-level modeling. Although most emotional speech studies use voiced speech for the analysis, we found that unvoiced speech holds useful cues in detecting depression as well, which implies that unvoiced speech should be considered while analysing depression in particular and possibly emotions in general. Generally, using mixed signal performed best compared to voiced and unvoiced speech, indicating that mixed speech is rich in emotional cues and useful for detecting depression. Interestingly, unvoiced speech performs better than voiced speech using log-Energy and log-Teager-Energy in both low-level and functional features. In general, TEO non-linear energy speech features outperformed (log 78% and RMS 80%) linear speech features, which points to the suitability of TEO based features in detecting depression, where more investigation is required. On the other hand, best linear feature recognition rates were achieved for mixed speech with intensity, voicing probability and log-energy features (75%). Finally, most speech features classification results are consistent with their statistical characteristics, which conforms the results of both physiological and affective computing studies. Future work will investigate multi-dimensional speech features, including TEO based features.
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